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ABSTRACT

The isomerization reactions of the 4-amino-5-methyl-2,4-dihydro-3H-1,2,4-triazole-3-thione have been studied theoretically using density functional theory 
(DFT) along with various exchange-correlation functionals (B3LYP and M06-2x) as well as the benchmark CBS-QB3 quantum chemical approach. The calculated 
energy profile has been supplemented with calculations of kinetic rate constants by means of transition state theory (TST).

Based on the optimized isomers geometries using the CBS-QB3 method, a natural bond orbital analysis reveals that the electronic delocalization from non-
bonding lone-pair orbitals [LP(e)S7] to the neighboring σ* 

N2-C3 antibonding orbital increase from isomer 1 to isomer 2. Also, the LP(e)S7→σ* N2-C3  delocalizations 
could fairly explain the increase of occupancies of LP(e) non-bonding orbitals in the ring of isomers 1 and 2 (2 > 1). The electronic delocalization from LP(e)S7 
non-bonding to σ* N2-C3 antibonding orbitals increase the ground state structure stability, Therefore, the increase  of LP(e)S7→σ*

N2-C3 delocalizations could fairly 
explain the kinetics of the isomerization reactions 1 and 2 (k2 > k1). NBO results also suggest that the kinetics of these processes are controlled by LP→σ* resonance 
energies.
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INTRODUCTION

Triazoles are known as the isosters of Imidazoles, also Imidazoles are 
the prominent medicinal moieties in which the carbon atoms are isosterically 
replaced by nitrogen [1]. The chemistry involving triazoles has a vital role due 
to their industrial and medicinal characteristics in pharmaceutical industry 
[2,3]. In addition, 1,2,4-triazoles and their derivatives are the important 
compounds in medicinal chemistry. In fact, they are realized as effective 
heterocyclic compounds [4]. Having two vital and stable factors in metabolic 
non-degradation related to drug targets[5] and forming hydrogen bonds, 
triazoles are biologically considered active molecules as pharmacophores [6,7]. 
The pharmacological activities are recorded as anti-bacterial [8], anti-fungal 
[9], anti-viral [10], anti-convulsant [11,12], anti-inflammatory [13,14], anti-
cancer [15,16] and anti-depressant whereas 1,2,4-triazoles effect on central 
nervous system, they can be great drugs as stimulants and anxiolytics [15]. 
Thioureas are significant compounds which contained sulfur and nitrogen [17]. 
They are proved to be useful as drug substances [18-22]. Some urea derivatives 
including heterocyclic rings are oxadiazoles. Thiadiazoles, triazoles, and 
pyrazoles which they are well-known for their valuable antituberculosis, 
antibacterial, and anticonvulsant properties [24]. Thioureas can be strong 
inhibitors against corrosion of Steel, Al, and Cu. Also, they are extensively 
regarded as the antibacterial agent against know drugs [24].

For the sake of more quantitative insights into these reaction mechanisms, 
comparison will be made with the high-level composite CBS-QB3 ab initio 
approach [25-33], to determine which exchange-correlation functional gives 
the most accurate energy barriers and reaction energies. We have shown that 
DFT methods alone are insufficient for quantitatively investigating the potential 
energy surface of the reaction mechanisms and kinetics of oxidation processes 
given  the inability of many popular DFT functionals to quantitatively describe 
non-bonded interactions and barrier heights. The aim of this work is to provide 
quantitative theoretical insights in the isomerization reactions that are shown 
in Scheme 1. We shall first use density functional theory (DFT) along with 
the B3LYP [34,35] and the M06-2x [36] exchange-correlation functionals in 
conjunction with aug-cc-pVTZ basis set [37], and then compare the calculated 
energy barriers and reaction energies with the CBS-QB3 results. Furthermore, 
kinetic rate constants measured in the high-pressure limit using transition state 
theory [38-44] under atmospheric condition.

Scheme 1. The isomer structures of the 4-amino-5-methyl-2,4-dihydro-
3H-1,2,4-triazole-3-thione.

Finally, we will also try to supply further qualitative chemical insights into 
the involved reaction mechanisms by analyzing results achieved using bond 
order, donor-acceptor interaction energies and natural bond orbital (NBO) 
occupancies [45,46].

COMPUTATIONAL DETAILS
All electronic structure calculations were carried out by means of the 

Gaussian 09 software package [47]. Molecular structures were visualized 
with GaussView [48]. The molecular structures and harmonic vibrational 
frequencies of all stationary points were computed at the B3LYP/aug-cc-pVTZ 
and M06-2x/aug-cc-pVTZ levels of theory. M06-2x is the best DFT functional 
for thermochemistry and kinetics [49]. The nature of all optimized structures 
were determined according to the calculations of harmonic vibrational 
frequencies which were calculated at the same levels of theory to ensure that 
a minimum on the potential energy surface was obtained under the imposed 
constraint of the indicated symmetry. Energy minima possess the Hessian 
matrix with no negative eigenvalues, whereas transition state has one and only 
one negative eigenvalue corresponds to the motion of the atoms over a first-
order saddle point [50].

The energies of the all studied stationary points were re-evaluated by 
means of CBS-QB3 model. It includes low-level calculations on large basis 
sets, mid-sized sets for second-order correlation corrections, and small basis 
sets for high-level correlation corrections. The five step CBS-QB3 series of 
calculations start with a geometry optimization at the B3LYP/6-311G(2d,d,p) 
level, followed by a frequency calculation to obtain thermal corrections, zero-
point vibrational energy, and entropic information [51].

Geometry optimization of isomers 1 and 2 as well as transition state 
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were performed with the Berny algorithm using the energy-represented direct 
inversion in the iterative subspace algorithm (GEDIIS) optimizer [50,52]. 
The intrinsic reaction coordinate (IRC) analysis [53] has been carried out in 
both directions (forward and backward) along the reaction path in order to 
check the energy profiles connecting the identified transition structure to the 
associated energy minima [54]. In the present work, TST calculations have 
been performed in conjunction with a detailed exploration of the IRC path at 
the B3LYP/6-31G** level of theory. 30 points on both the forward and reverse 
directions from the transition state position, IRCs in mass-weighted Cartesian 
coordinates were generated for each reaction with a 0.1 amu1/2 Bohr step size 
in this work.

Rate constants and thermodynamic parameters of the isomerization 
reactions 1 and 2 were performed in the high-pressure limit using the 
implementation of canonical transition state theory (CTST) under atmospheric 
in the KiSThelP package [55]. Kinetic studies on the tautomeric reactions at 
T=298 K is calculated using CTST is given by [56,57]:

of the studied compound is strongly exergonic with Gibb’s free activation 
energies (∆G°†) ranging from -15.22 to -13.44 kcal mol-1, and  corresponding 
strongly exothermic processes (∆H°†) with activation enthalpies ranging from 
-15.02 to -14 kcal mol-1.

All DFT calculations (B3LYP and M06-2x) as well as CBS-QB3  composite 
method demonstrate that the activation energy barrier (∆E†) characterizing the 
formation of  isomer 2 0K species is all in all lower by about 13.73-14.49 kcal 
mol-1 than the barrier for the isomerization reaction 1. Similar observations 
can be made when Gibbs free activation energies are considered: in spite of 
slightly unfavorable entropies, the Gibb’s free energy for the isomerization 
reaction 2 (~ 29.13-30.00 kcal mol-1) is lower that for isomerization reaction 1 
(~ 43.34−45.22 kcal mol-1). Such differences in the obtained activation energies 
and Gibb’s free activation energies for the studied pathways indicates that the 
formation of isomer 1 species will be kinetically favored over the formation 
of isomer 2.

              (1)

where kB and h are the Boltzmann’s and Planck’s constants, T is the 
absolute temperature, σ is the reaction symmetry number, κ(T) denotes the 
relevant tunneling correction factor, and E† is the activation energy, defined as 
the difference between zero-point vibrational energies (ZPVE) of the transition 
state and the reactant. In the above equation, Q† and QR represent the total 
molecular partition functions per unit volume for the transition state and the 
reactant, respectively. Rotational symmetry numbers are not included in the 
partition function and multiplied separately as reaction symmetry number in 
the calculation of the kinetic rate constants. Reaction symmetry number σ =1 is 
taken into consideration for the studied reactions according to the point groups 
of symmetries of the all stationary points. Kinetic rate constants are corrected 
by multiplying the TST rate constants in the Wigner [58,59] and Eckart [60,61] 
tunneling correction factors. The Wigner tunneling correction is given by

      (2)

where Im(ui) is the imaginary vibrational frequency of the relevant 
transition state. Because of the simplicity of CTST, it gives the upper limit of 
the rate constant, and enables to provide reliable rate constants in the limiting 
high-pressure behavior. The unsymmetrical Eckart potential energy barrier is 
used to correct the theoretically determined TST rate constants by using Eckart 
tunneling correction as follows [62,63]:

                 (3)

where p(E) depends on E and three other parameters which are determined 
by the shape of the barrier and an effective mass for the system [64], and ∆H†, 

is the zero-point corrected energy barrier in the forward direction.

RESULTS AND DISCUSSION

Energetic and Thermodynamic Parameters

Activation enthalpies (∆H†), activation Gibbs free energies (∆G†), and 
reaction energies (ΔH and ∆G) at 298 K for the isomerization reactions 1 and 
2 are summarized in Table 1. The different levels of theory calculations show 
that isomerization reaction 1 [isomer 1→isomer 2] is an endothermic process 
with reactions enthalpies (∆H298K) ranging from 14 to 15 kcal mol-1 (Table 
1), depending on the employed exchange-correlation functional. At pressure 
of 1 bar and room temperature, Gibbs free reaction energies ΔGs for reaction 
2 [isomer 2→isomer 1] is negative, hence it is exergonic process while this 
parameter for reaction 1 is positive that is endogenic process. As can be seen 
from Table 1, activation enthalpies (∆H†) and activation free energies (∆G†) 
of the investigated pathways 1 and 2 are positive at T=298 K; therefore, the 
activation processes require energy and are not spontaneous. From the energy 
profiles supplied in Table 1, it appears that the production of the isomer 1 species 
via reaction 2 is the most favored reaction, since the isomerization reaction 

Fig.1. Energy profile for the isomerization reactions [isomer 1↔ isomer 2] 
at the CBS-QB3 level of theory

We note that the various exchange-correlation functionals which have 
been employed predict large differences in the relative energies of the identified 
stationary points, especially with regards to the extent of activation energies 
[65]. As was to be expected, because of the large self-interaction error, the 
B3LYP functional systematically yields strong underestimations of the 
computed activation energies for the studied reactions, up to 14.8 kcal mol-1, 
compared with the results obtained with the M06-2x functional, which most 
generally do not differ by more than 1.35 kcal mol-1.

In all calculations a scaling factors of 0.968, 0.971 and 0.99 were imposed 
on the calculated frequencies at the B3LYP/aug-cc-PVTZ, M06-2x/aug-cc-
pVTZ, and CBS-QB3 levels of theory, respectively [66,67]. The reader is 
referred to Fig. 1 and Table 1 for the relative activation parameters (enthalpies 
and Gibbs free energies) of the isomerization reactions at a pressure of 1.0 bar 
and at room temperature.

Structural characteristics of stationary points

The geometrical characteristics of the reactants (R), transition states (TS) 
and products (P) of the studied reactions are supplied at the all theoretical 
levels in Table 2 and are shown in Fig. 2. Atom numbers are illustrated in 
Scheme 1 for clarity. The TS structure for the isomerization of 4- amino-5-
methyl-2,4-dihydro-3H-1,2,4-triazole-3-thione via isomerization reaction 2 
is a four-membered cyclic structure. The most significant geometrical change 
is observed for the N2−H6 bond, which shrinks by ~0.36 to ~0.38 Å in the 
structure of the isomer 1 compared with the transition state. The S7–H6 bond 
length correspondingly increases by ~0.37 to ~0.38 Å along with isomerization 
reaction 2 which indicating a breaking of this chemical bond in the transition 
state. Inspection of the N2–C3 chemical bond lengths reveal changes from 
double to single bond character, with bond lengths increasing from 1.296–
1.302 Å to 1.345–1.354 Å in the transition states. According to the geometrical 
parameters, dihedral angles for the isomerization reaction 2 indicate that the TS 
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geometry is planar. At the B3LYP/aug-cc-pVTZ, M06-2x/aug-cc-pVTZ, and CBS-QB3 theoretical levels, the imaginary frequency characterized for the TS found 
are 1635.5i, 1639.6i, and 1624.6i cm-1, respectively.

Table 1. Reaction and activation parameters (energies, enthalpies, and Gibb’s free energies) for the isomerization reactions at different levels of theory (P =1 
atm). Energies (enthalpies and Gibb’s free) are given in kcal mol-1.

Table 2. Structural parameters for all stationary points involved in the isomerization reactions optimized at different levels of theory. (See Scheme 1 for atom 
labeling).

- Bond lengths are given in angstrom (Å); Bond angles and dihedral angles are in degrees (o).

Fig.2. All stationary points are involved in the isomerization reactions 1 and 2.



J. Chil. Chem. Soc., 64, Nº 1 (2019)

4293

According to Hammond’s postulate, the transition state structure would 
resemble the products more than the reactants [68]. This resemblance is 
usually quantified in terms of the position of the TS structure along the reaction 
coordinate, nT, as defined by [69]:

      (4)

The nT values for the induced isomerization reaction 2 is equal to ~0.4, 
while this value is equal to ~0.6 for reaction pathway 1. The isomerization 
reaction 1 is characterized by a transition state which is structurally closer to 
the isomer 2 than to the isomer 1, and is expected therefore to be endoergic (ΔG 
> 0). Accordingly, the relationship between the earliness of the transition states 
and the ΔG values is very well observed.

IRC reaction profile is shown in Fig. 3. IRC calculations demonstrated 
that the transition state structure connect the reactant (isomer 2) and product 
(isomer 1). The logA has been used to suggest the type of transition state 
according to Benson [70-72]. The transition state for the isomerization reaction 
has four-center structure.

Fig.3. IRC reaction profile for the isomerization reactions at the B3LYP/6-
31G** level of theory.

Kinetic parameters

Kinetic rate constants for the isomerization reactions 1 and 2 are supplied 
in Table 3 at a pressure of 1 bar and T=298 K. Kinetics rate constants are the 
results of TST calculation performed using different quantum chemical data. 
Under atmospheric condition, rate constant for the reaction 2 is larger than 
that obtained for reaction 1, which is in line with a reduction of the activation 

energy barrier by 13.73-14.78 kcal mol-1. As is to be expected, because of the 
involved positive energy barrier, the rate constant will increase gradually with 
increasing temperatures. At a pressure of 1 bar, the formation of the isomer 1 
species will therefore clearly predominate over the formation of the isomer 2 
species. These results indicate that reaction 2 is from both thermodynamic and 
kinetic viewpoints more favorable than the chemical reaction 1.

Table 3. The temperature-dependent kinetic rate constants for the studied reactions, tunneling corrections, and fitted modified Arrhenius parameters [k=ATn 
exp(−Ea/RT)] calculated using TST theory (P =1 bar, T=298 K) at different theoretical levels.
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All obtained temperature-dependent TST rate constants and fitted modified 
Arrhenius parameters for the chemical reactions 1 and 2 are presented in Table 
3. Detailed inspection of Table 3 shows that kinetic rate constants calculated at 
a pressure of 1.0 bar using the TST approaches in conjunction with the same 
energy profiles are positively dependent on the tunneling effect on the kinetic 
reaction rate at T= 298 K. The associated Wigner and Eckart tunneling factors 
for favorable isomerization reaction [isomer 2→isomer 1] show that tunneling 
effects have an influence on the kinetic rate constant. Indeed, based on the 
computed energy profiles and vibrational frequencies, κ(T) values related to 
the Wigner and Eckart tunneling ranging from 3.46 to 3.6, and 2.5 to 3.1, 
respectively, were found for TST calculations of the kinetic rate constants 
which characterize the studied pathways.

Bond order analysis

A more balanced measure of the extent of bond breaking or of bond forming 
along a chemical reaction pathway is provided by the concept of bond order (B) 
which has been used to investigate the molecular mechanism of many chemical 
reactions [45,73,74]. In the present  work, Wiberg bond indices [75] have been 
computed based on an NBO analysis [76]. There are several forming/breaking 
bond processes along the fragmentation process and the global nature of the 
isomerization reactions 1 and 2 can be monitored using the synchronicity (Sy) 
index [77] which is defined as follows:

where n is the number of bonds directly involved in the chemical process, 
δBi is the relative variation of the bond index for a bond i at the TS, and δBav is 
the average value in the change of bond orders. The synchronicity parameter Sy 
varies between 0 and 1, that with a value of Sy=0 indicating a fully asynchronic 
processes, whereas a value of Sy=1 shows on the contrary a fully concerted 
synchronic process [78].

Bond indices were calculated for the chemical bonds that are involved in 
the isomerization reaction, i.e. the N2‒H6, N2‒C3, C3‒S7, and H6‒S7 bonds (see 
Scheme 1 for atom numbering). All other bonds remain practically unaltered. 
The calculated Wiberg bond indices Bi for the reactant, transition state and 
product enable us to examine the reaction progress and to evaluate the position 
of the transition states between reactant and product (Table 4).

Reaction 1 leads to the cleavage of N2–H6 bond to yield product located 
at 13.73-14.49 kcal mol-1 above the reactant at the studied theoretical levels. 
Transition state result from a simple elongation of breaking N2–H6 chemical 
bond and the simultaneous shrinkage of the H6–S7 distance as a result of 
forming the H6–S7 simple bond. The N2–H6 bond is elongated by 1.369-1.388 
Å, and the H6–S7 bond formed is longer than the equilibrium bond length 
in isomer 2 species. Wiberg bond indices show that for the isomerization 
reaction 1, the changes in the C3‒S7 bond (%EV=70.37 %) more progress than 
the N2‒H6 bond breaking, the H6‒S7 bond forming, and changes in the N2‒
C3 bond (%EV=55.09 %), which are intermediate in the reaction coordinate 
(%EV=57.30 % and %EV=51.28 %, respectively). Less progress is observed 
in the H6–S7 simple bond formation. The synchronicity index for this reaction 
is equal to 0.933, which indicates that the studied channel can be described as 
one-step and slightly asynchronous.      (5)

Table 4. Bond order analysis of the structures involved in the reaction pathways 1 and 2 at the CBS-QB3 [B3LYP/6-311G(2d,d,p)] level of theory.

Wiberg bond indexes (Bi), % evolution through the reaction coordinate (%EV), average bond index variation (δBav) 
and synchronicity parameter (Sy) are shown.

Reaction 2 leads to the cleavage of H6‒S7 bond through TS to produce 
isomer 1, located at 13.73-14.78 kcal mol-1 below the reactant (isomer 2) at 
all levels of theory. Transition state results from a simple elongation of the 
breaking H6‒S7 bond and the simultaneous shrinkage of N2‒H6 due to the 
formation of N2‒H6 simple bond. The H6‒S7 bond is elongated by 1.713-1.728

Å, and the forming N2‒H6 bond is longer than the equilibrium bond length. 
Moreover, in this reaction the evolution in the bond breaking of H6‒S7 (48.72%) 
is more progress than the N2‒H6 bond forming, and changes in the N2‒C3 bond 
(%EV=44.75%). On the other hand, N2‒C3 bond changes from double to single 
bond.

Changes in electron distribution during the reaction can be studied by 
means of charges. NBO charges have been proved to be useful in this sense 
[79]. We report NBO charges for isomers 1 and 2 and transition state as well 

in Table 5, with atom numbering being the same as that given in Scheme 1. 
NBO charges analysis demonstrates as the reaction proceeds from reactant to 
transition state in the reactions 1 and 2, the following changes in partial charges 
occur as follows are presented in Table 5:

−	 In reaction 1 [isomer 1→TS→isomer 2], the increase in positive 
charges δ+ in carbon C3 (0.209) in the isomer 1 compared to 0.236 in TS as 
changes in the C3‒S7 bond, an increase in negative charge δ– in sulfur S7 (-0.278) 
in the isomer 1 compared to -0.171 in TS.

−	 in reaction 2 [isomer 2→TS→isomer 1], the increase in positive 
charges δ+ in hydrogen H6 (0.163) in the isomer 2 compared to 0.339 in TS as 
H6‒S7 bond breaks and an increase in negative charge δ– in sulfur S7 (0.002) in 
the isomer 2 compared to -0.171 in TS.
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Table 5. NBO Charges of isomers 1 and 2 and transition state for the isomerization reactions at the CBS-QB3 level of theory.

Compounds with resonance structures often have chemical bonds that are 
not easily  described as single or double bonds. So, in this case, bond order 
indicates the type and strength of covalent bonds between atoms. Bond order 
between N1 and C5 of isomer 1 is 1.626 whereas bond order between same 
atoms (N1−C5) of isomer 2 is 1.612. The bond between N1 and C5 of isomer 1 
shows more double bond character than the other resonance form of isomer 2. 

In contrast, bond order between N2 and C3 of isomer 1 is 1.205 and bond order 
between same atoms of isomer 2 is 1.586. As a result, it is obvious that there are 
two resonance forms for both isomers mentioned in Fig. 4 but contribution of 
some resonance forms is more than the other. Furthermore, dominant resonance 
structure is determined by electronic structure of substituent.

Fig.4. Bond orders for dominant resonance forms of 4-amino-5-methyl-2,4-dihydro-3H-1,2,4-triazole-3- thione

Natural bond orbital analysis

Natural bond orbital analysis is initially established as a way of quantifying 
resonance structure contributions to molecular systems. Delocalization of 
electron density among the filled (donor) Lewis type NBOs and the empty 
(acceptor) non-Lewis NBOs leads to transfer of occupancy from the localized 
NBOs of the idealized Lewis structure into the empty non-Lewis orbitals. It 
is referred to as “delocalization” correction to the zero-order natural  Lewis 
structure to a stabilizing donor-acceptor interaction. The energies of these 
interactions can be estimated by the second-order perturbation theory [45]. 
Delocalization energy (E2) for each donor NBO(i) and acceptor NBO(j) is 
given by [80]:

      (6)

where εi and εj, represents diagonal matrix of orbital energies, F(i,j) denotes 
the off-diagonal NBO Fock matrix elements, and qi is the donor orbital 
occupancy.

Based on the B3LYP/6-311G(2d,d,p) optimized geometries and electronic 
structure characteristics of the isomers 1 and 2, the NBO analysis of donor-
acceptor interactions (Table 6) revealed that the stabilization energies (E2) 
associated with the electronic delocalization from non-bonding sulfur Lone-
Pair [LP(e)S7] to σ* 

N2-C3 antibonding orbitals, increase from isomer 1 to isomer  

N2–C3

N2–C3

2. The LP(e)S7→σ* 
N2-C3 resonance energies for isomers 1 and 2 are 4.28 and 

4.41 kcal mol-1, respectively. The occupancies of σ N2–C3 bonds increase in the 
following order: isomer 1 < isomer 2, while the occupancies of σ* N2-C3  bonds 
increase in a parallel manner in the opposite order (Table 6). Furthermore, 
the NBO results revealed that by the increase of LP(e)S7→σ* N2-C3 resonance 
energy, energy barrier heights of the isomerization reaction (ΔEo) around four- 
membered rings decrease from isomers 1 to 2.

Table 6. NBO occupancies and stabilization energies (E2) (in kcal mol-

1) characterizing isomers 1-2 and transition structures along the isomerization 
reactions based on the CBS-QB3 method.
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CONCLUSIONS

The isomerization kinetics of 4-amino-5-methyl-2,4-dihydro-3H-1,2,4-
triazole-3-thione has been studied computationally in the gas phase at different 
DFT (B3LYP and M06-2x) as well as composite CBS-QB3 methods. The 
calculated energy profiles have been supplemented with calculations of kinetic 
rate constants under atmospheric condition by means of conventional transition 
state theory. The supplied data indicate that chemical reaction 2 [isomer 
2→isomer 1] is from both thermodynamic and kinetic viewpoints more 
favorable than the chemical reactions 1 [isomer 1→isomer 2]. The transition 
states of these reactions correspond to planar four- membered cyclic structures. 
Analysis of these chemical pathways using synchronicity indices indicates one 
step and slightly asynchronous processes.

NBO analysis reveals that the stabilization energy associated from the 
electronic delocalization from the non-bonding lone-pair [LP(e)S7] to σ* N2-C3 
antibonding orbitals [LP(e)S7→σ* N2-C3] increases from isomer 1 to isomer 2. 
The LP(e)  non-bonding lone-pair orbitals occupancies correspondingly increa-
ses in the following order: isomer 1 < isomer 2, while the occupancies of the σ* 
N2-C3 bonds increases in a parallel manner in the opposite order.

NBO charges analysis demonstrates that the C3‒S7 bond is polarized in 
reaction 1 in the sense of C3

δ+–S7
δ−, while in the reaction 2, the rate determining 

step revealed that the H6‒S7  bond is highly polarized both in isomer 2 (as 
reactant) and TS structures in the sense of H6

δ+–S7
δ−.

Analysis of the computed structures, bond orders and free energy profiles 
demonstrate that the isomerization reactions 1 and 2 satisfy Hammond’s 
principle: the transition state for the chemical reaction 2 is structurally closer 
to the isomer 2.
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